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TOOLS: Processing pipeline for complexity (Sousaetal. 2020 WM Discussion
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in preparation : plugging visualisation to JoeyNMT (Keutzer et al., 2019) “

analyzing the BPE-input

Conclusion and future developments

The pre-processing stage is a game changer for
linguistic expertise -> novel approaches for complexity.

Exp 1 : Correlation between complexity scores and BLEU scores?

Exp 2 preliminary analysis: monitor the number of types when the size of the data
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Future directions:

Expl selected sentences from JADT2020 dataset (Zimina et al. 2020) increases in given sentences. Lengthened sentences and their original counterparts are ® monitor vocabulary growth curves after pre-processing
[monitors BLEU score during the different epochs of the training phase ] processed and visualized by means of BertViz (Vig et al., 2019). e examine the role of complexity metrics in visualizations
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-> discuss relevant metrics that capture this complexity (L2SCA?))
-> visualise attention matrices .
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Fig. 4 : Visualization of the number of hapaxes (lower curves) in the data compared to
the number of the number of types (higher curves) when the size of the corpus
increases (raw texts in black, BPE-ed tokens in red)
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